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Self-enhanced mobility enables vortex 
pattern formation in living matter

Haoran Xu1 & Yilin Wu1 ✉

Ranging from subcellular organelle biogenesis to embryo development, the 
formation of self-organized structures is a hallmark of living systems. Whereas the 
emergence of ordered spatial patterns in biology is often driven by intricate chemical 
signalling that coordinates cellular behaviour and differentiation1–4, purely physical 
interactions can drive the formation of regular biological patterns such as crystalline 
vortex arrays in suspensions of spermatozoa5 and bacteria6. Here we discovered a new 
route to self-organized pattern formation driven by physical interactions, which 
creates large-scale regular spatial structures with multiscale ordering. Specifically  
we found that dense bacterial living matter spontaneously developed a lattice of 
mesoscale, fast-spinning vortices; these vortices each consisted of around 104–105  
motile bacterial cells and were arranged in space at greater than centimetre scale and 
with apparent hexagonal order, whereas individual cells in the vortices moved in 
coordinated directions with strong polar and vortical order. Single-cell tracking and 
numerical simulations suggest that the phenomenon is enabled by self-enhanced 
mobility in the system—that is, the speed of individual cells increasing with 
cell-generated collective stresses at a given cell density. Stress-induced mobility 
enhancement and fluidization is prevalent in dense living matter at various scales of 
length7–9. Our findings demonstrate that self-enhanced mobility offers a simple 
physical mechanism for pattern formation in living systems and, more generally, in 
other active matter systems10 near the boundary of fluid- and solid-like behaviours11–17.

Our work began by investigating the patterns of active turbulence in 
dense active fluids18. Active turbulence is characterized by the forma-
tion of transient vortices that emerge and disappear randomly. An 
intriguing question has been whether active turbulence could spon-
taneously stabilize into ordered spatial structures, despite a number 
of theoretical predictions17,19–21. To explore such possibility we chose 
to work with living active fluids consisting of motile bacteria22. We 
deposited dense suspensions (about 8 × 1010 cells ml−1) of the model 
flagellated bacterium Serratia marcescens (roughly 2 µm in length and 
0.8 µm in width) onto the surface of nutrient agar and spread them to 
create centimetre-scale, quasi-two-dimensional (2D) suspension films 
of approximate thickness 5–10 µm (Methods). To our surprise we dis-
covered that these quasi-2D dense bacterial suspension films rapidly 
developed an ordered spatial pattern, at greater than centimetre scale, 
that was highly stable (Fig. 1a–c, Extended Data Fig. 1 and Supplemen-
tary Video 1). This striking pattern consists of mesoscale vortices of 
uniform size: for example, the vortex diameter shown in Fig. 1a is 
278 ± 51 µm (mean ± s.d., n = 103; Methods). The vortices are exclusively 
clockwise (viewed from above the agar surface; n > 30 experiments) 
and have an average collective speed (Methods) of roughly 24 µm s−1 
(Fig. 1b,c), which is around twofold higher than that outside the vorti-
ces (roughly 12 µm s−1). At the global scale, the pair-correlation function 
of the vortices shows a pronounced first-order peak corresponding to 
the average nearest vortex distance (Fig. 1d and Methods) whereas the 
triplet-distribution function that characterizes the hexagonal 

symmetry of a lattice5,23 peaked at ,π π
3

2
3  and π (Fig. 1e and Methods). 

These results show the hexagonal order of the vortex distribution, 
which is corroborated by anisotropic sixfold symmetry in the 2D spa-
tial correlations of both the collective velocity field (Fig. 1f and Meth-
ods) and vorticity field (Extended Data Fig. 2a and Methods).

Hexagonal vortex lattice patterns emerging from active turbulence 
were previously predicted in theory17,19 but never observed experimen-
tally. To further characterize this phenomenon we focused on the scale 
of individual vortices (Fig. 2a). Using fluorescent cells labelled by geneti-
cally encoded green fluorescent protein (GFP), we tracked the motion 
of single cells in the vortex pattern (Fig. 2b and Methods). Consistent 
with the results of collective velocity measurement, the mean speed 
of single cells in the vortices (24.9 ± 13.4 µm s−1; mean ± s.d., n > 5,0) 
was higher than elsewhere (14.8 ± 10.6 µm s−1; n > 5,000; Fig. 2c, top). 
Interestingly, the motion of cells showed high local polar order within 
vortices but was disordered outside (Fig. 2c, bottom and Fig. 2d). We 
noted that cells could travel across vortex boundaries (Fig. 2b) and thus 
the mechanism of vortex development is different from those arising 
in spatial confinement24 or due to spatial guidance25. In addition, cell 
density in the vortices was slightly lower than elsewhere, by about 
10–20% (Extended Data Fig. 3 and Methods), which accounts for the 
variation in vortex brightness seen under phase-contrast microscopy 
(Fig. 1a). Nonetheless, such density difference is not necessary for vor-
tex formation because some vortex lattice patterns showed similar cell 
density across vortex boundaries (Extended Data Fig. 3c–e).
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We then followed the onset and development dynamics of the ordered 
vortex lattice (Fig. 3a and Supplementary Video 2). After a short incuba-
tion time an initially homogeneous bacterial suspension film showed 
disordered collective motion reminiscent of bacterial turbulence18, with 
transient high-speed streams and irregular vortices emerging at ran-
dom locations and lasting a few seconds. The lifetime of these transient 
vortices gradually increased (Fig. 3b) and their shape became more and 
more regular. Within roughly 5–10 min the vortices became stabilized 
and settled into a hexagonal lattice pattern. Meanwhile the collective 
speed of cells (Fig. 3c) shifted from unimodal to bimodal, with cells in 
vortices having higher collective speed. Notably, the emergence of the 
ordered vortex lattice required a critical cell density of approximately 
5.5 × 1010 ml−1 (Fig. 3d,e); below this critical cell density the bacterial 
suspension showed active turbulence only (Extended Data Fig. 4).

In summary, the dense bacterial active fluid spontaneously devel-
oped a large-scale vortex lattice pattern with multiscale ordering. We 
note that this phenomenon does not involve cell-secreted polymers 
such as extracellular DNA and amyloid fibres (Methods), which have 
been shown to promote large-scale self-organization in dense bacterial 
active matter26,27. The phenomenon appears to require a sufficiently 
high cell motility. Indeed, when we reduced the motility of S. marcescens 
by around 50% using violet light illumination (Extended Data Fig. 5 and 
Methods)27 most vortices in the large-scale vortex lattice dissolved, 
leaving few in the field of view (Supplementary Video 3); meanwhile, the 
bimodal distribution of collective speed relaxed to unimodal (Fig. 3f). 
Moreover, the formation of similar mesoscale vortices was observed 
with Escherichia coli (Extended Data Fig. 6a,b, Supplementary Video 
4 and Methods). However, the numbers of vortices that emerged in a 

suspension film of E. coli were sporadic (typically fewer than ten in a 
field of about 10 mm2) and disordered, presumably due to the lower 
motility of E. coli cells (Extended Data Fig. 6b).

What then is the origin of the ordered vortex lattice pattern? Before 
answering this question we first sought to understand why individual 
cells in the vortices moved at higher speed (Fig. 2c, top) despite the 
fact that all cells in the bacterial suspension should have had a similar 
self-propulsion force because they were prepared from a homogeneous 
culture (Extended Data Fig. 5b). This suggests that the vortex physical 
environment is different from that elsewhere. We reasoned that the 
higher polar order of cellular motion in the vortices allows a coherent 
group of cells to generate a stronger local collective active stress28, 
which would modify the local mechanical environment and result in 
higher active transport for cells in the friction-dominated quasi-2D 
suspension film26,29. To examine this idea we measured the relation 
between apparent single-cell speed (denoted as v) and local polar order 
(denoted as p∣ ∣P n= ∑ /i i , where n is the total number of cells near a cell 
of interest and pi represents the polarization of cell i among n cells);  
P serves as a proxy for the magnitude of local collective active stress, 
σ, because σ−∇ ⋅ = ∑i iF  (ref. 28), where Fi  is the active force density 
generated by cell i and F ∝i ip . Indeed, we found that v increases with 
P and that the relation can be fitted by the linear relation v γ βP= (1 + )0 , 
with β being a positive dimensionless coefficient and γ0 the average 
speed of cells in the disordered phase with P = 0 (Fig. 4a). Interestingly, 
coefficient β increases with cell density and its approximate value can 
be as high as 1.7 (Fig. 4b). Denoting the self-propulsion force of cells 
as f0 and the single-cell mobility coefficient as μ, we have v = μf0 and 
the above linear relation implying the single-cell mobility coefficient 
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Fig. 1 | Ordered vortex lattice in quasi-2D dense bacterial active fluids.  
a, Phase-contrast image of large-scale vortex lattice in a dense suspension of 
the bacterium S. marcescens (roughly 8 × 1010 cells ml−1). b, Spatial distribution 
of time-averaged collective speed for a (Methods). c, Spatial distribution of 
time-averaged vorticity for the pattern in a (Methods). The value of vorticity 
indicated by the colour bar is normalized by the mean of absolute vorticity  
over the entire field. Positive and negative values of vorticity correspond to 
counterclockwise and clockwise rotation, respectively. Lines ending with an 
arrow and overlaid on the vorticity colour map indicate flow streamlines of the 

collective velocity field (Methods). b,c, Data were averaged over a duration  
of 10 s. The vortex lattice exhibits exclusively clockwise chirality (over 
30 experiments) viewed from above the agar plate (that is, viewed through air 
to the liquid film). d,e, Pair-correlation function (d) and triplet-distribution 
function (e) of the ordered vortex lattice pattern (Methods). Solid lines were 
obtained by fitting the data to the sum of three Gaussian functions (Methods). 
Error bars indicate s.e.m. (n = 4). f, 2D spatial correlation of the collective 
velocity field associated with a (Methods). Colour bar is in arbitrary units (a.u.). 
Scale bars, 500 µm (a–c), 200 µm (f).
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μ βP∝ (1 + ), which supports the notion that collective active stress in 
dense bacterial suspensions enhances cell mobility. We term this behav-
iour self-enhanced mobility—that is, the speed of individual cells 
increases with cell-generated collective stresses while holding cell 
density constant. In this respect, mobility refers to the ability of cells 
to move under the mechanical constraints of their surroundings; by 
contrast, motility is the intrinsic self-propulsion speed of cells in an 
isolated environment, as measured in Extended Data Fig. 5b.

The self-enhanced mobility of bacteria in dense suspensions was 
implied in the nonlinear positive relation between local polar order 
and collective speed in earlier studies on the so-called zooming bione-
matic phase phenomenon30,31; here our results based on single-cell 
speed measurement provide insight into this phenomenon. The behav-
iour of self-enhanced mobility does not necessarily imply that the 
apparent speed of individual cells is higher than that of isolated cells 
at zero-density limit, because the average speed of cells in the dis-
ordered phase (that is, γ0 in the speed-order relation v γ βP= (1 + )0 ) is 
inversely correlated with cell density. In addition it should be distin-
guished from the macroscopic viscosity reduction observed in semi-
dilute bacterial suspensions32,33; the latter arises from the onset of 
collective motion of cells under weak external shear, with single-cell 
speed remaining constant34.

Self-enhanced mobility in dense bacterial suspensions offers a poten-
tial mechanism to explain the emergence of mesoscale vortices. Spon-
taneous fluctuations in dense bacterial suspensions could give rise to 
domains with higher polar order (and hence with higher collective 
stress); such domains, with higher speed and longer persistence time 
than less-ordered domains, could recruit nearby cells via polar alignment 
interactions and grow in size until cell recruitment is balanced by cell 
loss, eventually developing into stable vortices. To examine this hypoth-
esis we developed a Vicsek-type particle-based model35 (Methods). Each 
bacterial cell i is modelled as an active Brownian particle that propels 

itself in 2D space with variable mobility μ v f≡ /i i i
 (vi and fi are particle 

speed and self-propulsion force, respectively) and that depends on local 
polar order (denoted as Pi) in the form μ βP∝ (1 + )i i  (β ≥ 0); here β cor-
responds to the dimensionless coefficient in the experimental relation 
between single-cell speed and local polar order v βP∝ (1 + ), and hence-
forth is referred to as the mobility enhancement coefficient.

Numerical simulation of the particle-based model showed that the 
emergent dynamics of the system depend on mobility enhancement 
coefficient β and particle activity (that is, ensemble average of particle 
self-propulsion force f f= ⟨ ⟩i0 , proportional to single-cell motility  
measured in experiments such as those shown in Extended Data Fig. 5b). 
As shown in the phase map in Fig. 4c, the system develops a stable vor-
tex lattice pattern at sufficiently large β and f0 (Fig. 4d,e, Extended Data 
Figs. 7–9 and Supplementary Video 5). The stable vortex pattern shows 
features similar to those of the large-scale vortex lattice observed 
experimentally (Extended Data Figs. 7 and 9). At small β (for example, 
β < 0.5 for intermediate f0 = 10), the model produces a disordered state 
without stable vortices, similar to the experimental phenomenon 
observed below critical cell density for the development of vortex 
lattices (Extended Data Fig. 4). It is important to note that the mecha-
nism of self-enhanced mobility is essential, because the system cannot 
develop stable vortices in the absence of mobility enhancement (that 
is, β = 0); particles in the model tend to move in curved trajectories but 
this is insufficient to form stable vortices via polar alignment, although 
this tendency appears to control the size of vortices (Extended Data 
Fig. 9k and Methods). These results support the notion that self- 
enhanced mobility underlies the onset of the vortex lattice pattern in 
dense bacterial suspensions (Supplementary Information).

Although the particle-based model can reproduce the formation of 
a vortex lattice pattern, the hexagonal order of the vortex pattern is 
weaker compared with that observed experimentally (Extended Data 
Fig.  8a). This is probably due to the absence of hydrodynamic 
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Fig. 2 | Microscale characteristics of the ordered vortex lattice. a, Time- 
averaged collective velocity field of a single vortex in the lattice (Methods). 
Data were averaged over a duration of 10 s. Arrows and colour map represent 
collective velocity direction and magnitude, respectively. b, Representative 
single-cell trajectories near a vortex in the lattice. Red and blue lines show the 
trajectories (lasting for 5 s) inside and outside the vortex, respectively, with the 
vortex boundary indicated by the dashed line; grey lines represent the trajectories 

(lasting for 25 s) of cells travelling across the vortex boundary (+, starting 
points; ×, ending points). c, Probability distributions of single-cell speed (top) 
and local polar order of single-cell motion (bottom) in the vortex lattice.  
The overlap of the red and blue histograms is shown in purple. d, Spatial 
distribution of local polar order near the vortex associated with b (Methods). 
Scale bars, 100 µm.



4 | Nature | www.nature.com

Article

interaction between vortices that could reorganize their spatial distri-
bution. To account for the effect of hydrodynamic interaction during 
vortex lattice development we adopted the framework of a minimal 
continuum model based on the seminal Toner–Tu active fluids model36 
and a Swift–Hohenberg-type fourth-order term29 that successfully 
describes active turbulence in dense bacterial suspensions18,19,37 (Meth-
ods). A new key ingredient in our model is that, to account for the 
behaviour of self-enhanced mobility, effective viscosity ηeff (which is 
inversely proportional to single-cell mobility) entering the model 
parameters38 is taken as being dependent on local polar order P as 
η βP∝ 1/(1 + )eff ; here β corresponds to the mobility enhancement coef-
ficient described above experimentally and in particle-based modelling 
(Methods). As shown in the phase map in Fig. 4f, numerical simulations 
of the continuum model produce a large-scale crystalline vortex lattice 
with hexagonal order and uniform chirality at strong mobility enhance-
ment and high activity (denoted by activity parameter |S|; S < 0 for 
pusher-type swimmers such as S. marcescens18); Fig. 4g,h, Extended 
Data Figs. 8–10 and Supplementary Video 6). By contrast, the model 
produces active turbulence at weak mobility enhancement and low 
activity (Extended Data Fig. 10a,b). These results are consistent with 
experimental and particle-based simulations. We note that, for suffi-
ciently large activity |S|, the original model lacking self-enhanced 

mobility (equivalent to β = 0 in our simulation) was shown to produce 
hexagonal vortex lattices owing to nonlinear energy transfer17. However, 
because our numerical simulations were performed in the regime of 
S that would have led to the active turbulence state in the absence of 
self-enhanced mobility (Fig. 4f), vortex lattice development enabled 
by self-enhanced mobility, as studied here, arises via a different path-
way despite having similar phenomenology17.

Taken together, we have discovered that self-enhanced mobility in 
dense bacterial suspensions creates multiscale spatial order out of 
active turbulence, driving the formation of mesoscale vortices arranged 
in a centimetre-scale hexagonal lattice. The vortex lattice pattern stud-
ied here is different from several examples previously reported5,6,39–41, 
in regard to both the phenomenology and underlying mechanism 
(Supplementary Information). Vortex structures are characteristic 
of turbulent flows that are ubiquitous in nature spanning vast length 
scales, ranging from quantum fluids to galaxies. Here we demonstrate 
a unique route by which chaotic vortex structures in turbulent flows 
can spontaneously stabilize. Ordered vortex structures have long been 
theoretically predicted in dense active polar fluids17,19,29,42,43, and our 
work provides experimental evidence.

More generally, our work suggests self-enhanced mobility as a 
generic mechanism for self-organization in dense living matter and 
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Fig. 3 | Emergence of ordered vortex lattice. a, Time sequence of instantaneous 
vorticity field during the emergence of an ordered vortex lattice in a dense 
bacterial suspension (roughly 8 × 1010 cells ml−1). The vorticity field was plotted  
in the same manner as in Fig. 1c. b, Transient autocorrelation time of collective 
velocity (as a measure of vortex lifetime) during the developmental process of 
the vortex lattice shown in a (Methods). Error bars indicate s.e.m. (n ≥ 9; Methods). 
c, Probability distributions of normalized collective speed during the developmental 
process shown in a. Colours represent the time elapsed. d,e, Steady-state 
autocorrelation time of collective velocity (d) and peak ratio in collective speed 
distribution (e) plotted against cell density. Peak ratio is defined as the ratio 

between the height of the higher-speed peak (corresponding to the vortex 
region) and the lower-speed peak in the collective speed distribution, as shown in 
c (Methods). e, Filled circles represent data from bimodal speed distributions, 
with empty circles corresponding to zero peak ratio and representing data from 
unimodal speed distributions (the higher-speed peak has a height of zero). f, Peak 
ratio in collective speed distribution plotted against the average collective speed 
of cells (cell density around 8 × 1010 ml−1). Here the average collective speed 
serves as a proxy for single-cell motility (Extended Data Fig. 5), which was tuned 
by violet light illumination (Methods). Scale bar, 200 µm.
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synthetic active matter44. In this mechanism, mobility enhancement 
could be due to either modification of the local physical environment 
by self-generated mechanical stresses (via motility or growth) or active 
regulation of motility in response to local stimuli. The mechanism may 
therefore provide new insights into large-scale cell movement in the 
developing animal embryo45,46. Meanwhile, active fluids share phe-
nomenological similarities with quantum superfluids47. Our findings 
may offer a new perspective to examine the analogy between active 
and quantum fluids.
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Methods

Bacterial strains
The following strains were used: wild-type S. marcescens ATCC 274;  
S. marcescens GFP (S. marcescens ATCC 274 with constitutive expression 
of GFP encoded on the plasmid pAM06-tet48 (from A. Mukherjee and 
C. M. Schroeder, University of Illinois at Urbana-Champaign); E. coli 
HCB1737 (a derivative of E. coli AW405 with wild-type flagellar motility 
(from H. Berg, Harvard University); and E. coli GFP (E. coli HCB1737 host-
ing the plasmid pAM06-tet). Plasmids were transformed into strains by 
electroporation. Single-colony isolates were grown overnight (about 
13–14 h) with shaking in lysogeny broth medium (1% Bacto Tryptone, 
0.5% yeast extract, 0.5% NaCl) at 30 °C to stationary phase. For S. marc-
escens GFP and E. coli GFP, kanamycin (50 µg ml−1) was added to the 
growth medium for plasmid maintenance.

Agar plates
Lysogeny broth agar (0.6% Difco Bacto agar infused with 1% Bacto Tryp-
tone, 0.5% yeast extract and 0.5% NaCl; all concentrations reported as 
wt/vol) was autoclaved and stored at room temperature. Before use 
the agar was melted in a microwave oven, cooled to around 60 °C and 
pipetted in 10 ml aliquots into non-vented 90 mm polystyrene Petri 
plates. For exclusion of cell-secreted polymers, including extracellular 
DNA and amyloid fibres, agar plates were supplemented by DNase I 
(200 U ml−1; Thermo Fisher, catalogue no. 18047019) and proteinase K 
(greater than 12 mAU ml−1; QIAamp DNA Mini Kit 50, Qiagen, catalogue 
no. 51304). Plates were swirled gently to ensure surface flatness, cooled 
for 10 min without a lid inside a large Plexiglas box and then covered 
by the lid for further experiments.

Fabrication of quasi-2D bacterial suspension films
Highly motile cells were collected from overnight bacterial cultures, 
washed by centrifugation and resuspended to the desired cell densi-
ties in fresh medium. Next, 20 µl of resuspended bacterial culture was 
deposited on a fresh 0.6% agar plate (as described above). Following 
deposition the dense bacterial suspension expanded and eventually 
became a quasi-2D suspension film of approximate diameter 3–4 cm 
and approximate thickness 5–10 µm, except at the centre and very 
near the edge (where thickness was tens of microns). Therefore, the 
quasi-2D dense bacterial suspension film was in contact with a solid 
substrate (bottom) and had a free air–liquid interface (top), with the 
side boundary of the suspension film being a three-phase air–liquid–
solid interface. The observation window for quantitative measurements 
in the vortex pattern is typically less than 3.3 × 3.3 mm2 and the centre 
of the observation window is about 1 cm away from the centre or edge 
of the suspension film.

For assessment of bacterial density the quasi-2D bacterial suspension 
film as prepared consisted entirely of GFP-tagged cells; to track the 
motion of single cells, the bacterial suspension consisted of a mixture 
of GFP-tagged and wild-type cells at 1:2,000. The agar plate with the 
prepared quasi-2D bacterial suspension film was first incubated at 30 °C 
in a custom-built plate-imaging box, allowing cell motility to adapt to 
the surface environment; as soon as large-scale patterns appeared 
the plate was transferred to the microscope stage for further imaging. 
The diameter of vortices in the vortex lattice pattern is uniform for a 
specific sample but may vary across different experiments, ranging 
from around 300 to 400 µm. The rotation chirality of the vortices was 
exclusively clockwise (viewed from above the agar plate), consistent 
with the rotation bias of isolated bacteria moving near the agar sub-
strate (Extended Data Fig. 2b).

Microscopy imaging
All imaging was performed on a motorized inverted microscope 
(Nikon TI-E). Phase-contrast images were acquired with either a ×4, 
×10 or ×20 objective and recorded by a scientific complementary 

metal-oxide-semiconductor camera (Andor Zyla 4.2 PLUS USB 3.0) at 
30 or 10 fps (to record the onset and development of the vortex lattices) 
and at full-frame size (2,048 × 2,048 pixels). For assessment of bacterial 
density or to track the motion of individual bacteria, GFP-tagged bacte-
rial cells were imaged in epifluorescence using the ×20 objective and 
a fluorescein isothiocyanate (FITC) filter cube (excitation 482/35 nm, 
emission 536/40 nm, dichroic 506 nm; Semrock, Inc.), with the excita-
tion light provided by a mercury precentred fibre illuminator (Nikon 
Intensilight; fluorescence images were recorded with the scientific com-
plementary metal-oxide-semiconductor camera described above at 
full-frame size and 10 fps (exposure time 90 ms for cell density measure-
ment and 40 ms for single-cell tracking). In all experiments the camera 
was controlled by NIS Elements (Nikon). When acquiring fluorescence 
images for single-cell tracking, phase-contrast images of the bacterial 
suspension film were acquired simultaneously. To tune the motility of 
cells in the bacterial suspension films, cells were illuminated by violet 
light of approximate intensity 1,688 mW cm−2 provided by the Nikon 
Intensilight, then passaged through the ×10 objective via a 406 nm filter 
(406/15 nm; FF01-406/15-25, Semrock, Inc.). In all experiments the Petri 
dishes were covered with a lid to prevent evaporation and air convec-
tion. Sample temperature was maintained at 30 °C via a custom-built 
temperature-control system installed on the microscope stage.

Experimental image processing and data analysis
Microscopy images were processed using open-source Fiji (ImageJ) 
software (http://fiji.sc/Fiji) and custom-written programs in MATLAB 
(The MathWorks). For computation of collective velocity field in 
quasi-2D bacterial suspension films we performed particle image veloci-
metry (PIV) analysis based on phase-contrast time-lapse videos using 
open-source package MatPIV 1.6.1 written by J. K. Sveen (http://folk.
uio.no/jks/matpiv/index2.html). For each pair of consecutive images 
obtained with the ×4, ×10 or ×20 objective, PIV interrogation-window 
size began at either 104 × 104, 41.6 × 41.6 or 20.8 × 20.8 µm2 and ended 
at either 26 × 26, 10.4 × 10.4 or 5.2 × 5.2 µm2, respectively, following 
three iterations; the grid size of the resulting velocity field was either 
13 × 13, 5.2 × 5.2 or 2.6 × 2.6 µm2, respectively. Before processing, micros-
copy images were smoothed to reduce noise by convolution with a 
Gaussian kernel of approximate standard deviation 1 µm. The results 
were insensitive to variation in the parameters of smoothing and  
interrogation window size. PIV analysis yielded space- and time- 
dependent collective velocity field t v v( , ) = ( , )x yv r  and vorticity field 
ω t v v( , ) = ∂ − ∂x y y xr . The magnitude of v r t( , )  is taken as the collective 
speed. Positive and negative values of ω t( , )r  correspond to counter-
clockwise and clockwise rotation, respectively. For visualization of the 
collective velocity or vorticity field as computed by PIV analysis, the 
field was coarse grained and plotted on a square mesh with appropri-
ate grid spacing. Flow streamlines were computed by the built-in 
streamslice function in MATLAB and plotted on the vorticity field.

For identification of the position of vortex centres and calculation 
of vortex diameter, vortices that emerged in quasi-2D bacterial suspen-
sion films in a specific image frame were first segmented by the criterion 
ω ω( ) < − ⟨ ( ) ⟩ /2∣ ∣r r r , where the angular bracket represents averaging 
over r. The segmented vortices consist of isolated domains, each rep-
resenting a single vortex and with its centre taken as the position of 
vortex centre αr  (α = 1,2,3… is the index of the vortices).

These vortex centre positions, αr , were used to calculate the pair-cor-
relation function (Fig. 1d) and triplet-distribution function5,23 (Fig. 1e). 
The pair-correlation function is defined as r r∑g r δ r( ) = ( − − )πrρ α β β α

1
2 ≠ ∣ ∣ ,  

where ρ is vortex number density (here we assumed that vortex  
distribution is translation invariant). The triplet-distribution function 
is defined as g ϕ δ θ ϕ( ) = ∑ [ ( − , − ) − ]N β γ α β α γ α

1
( , )≠ r r r r , where vortex  

β and γ are two different nearest vortices of vortex α and θ( , )a b  repre-
sents the angle between vectors a and b. The nearest vortices were 
recognized via the Voronoi tessellation approach. The pair-correlation 
and triplet-distribution functions were fitted into the sum of Gaussian 
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functions (the number is chosen to match the number of peaks). For 
further quantification of the spatial order of vortices, the 2D spatial 
autocorrelation of the collective velocity field (Fig. 1f) and vorticity 
field (Extended Data Fig. 2a) was calculated by r v r v r r

v r rC (∆ ) = ⟨ ⟩v
( ) × ( + ∆ )

( ) 2
 

and C (∆ ) = ⟨ ⟩ω
ω ω

ω

( ) ( + ∆ )

( ) 2r r r r

r r , respectively, where the angular brackets 

represent averaging over r.
The trajectories of bacterial cells were obtained by single-cell track-

ing based on the recorded fluorescence videos using a custom-written 
program in MATLAB49. Cell positions, r t( )i  (i = 1,2,3… is the index of the 
tracked cells) and swimming velocity, v t( )i , were computed based on 
the trajectories. Instantaneous single-cell speed (Fig. 4a) was computed 
every 20 ms, which is much shorter than cell trajectory persistence 
time (τ = 0.58 ± 0.23 s inside vortices and τ = 0.36 ± 0.22 s outside; 
mean ± s.d., n = 100 cells). The steady-state local polar order of tracked 
single cells located near position r, as shown in Fig. 2d, is defined as 

r n∣ ∣P ( ) = ⟨ ⟩i i t,
, where ∣ ∣n v v= /i i i  is velocity direction with the angular 

bracket representing averaging over both cell index i, whose position 
ri satisfies ∣ ∣− ≤ 6.5 µmir r , and the entire time window of cell tracking. 
Because single-cell tracking is of low throughput due to the trade-off 
between tracking precision and density of cells being tracked, we com-
puted instantaneous local polar order P r t(→, ) based on local collective 
velocity field measured by PIV as r v r v r rP t t t( , ) = ⟨ ( ′, )/ ( ′, ) ⟩ ′∣ ∣ ∣ ∣, where 
the angular bracket represents averaging over PIV-derived velocity 
vectors at r′ that satisfies r r− ′ ≤ 6.5 µm∣ ∣ .

To quantify the lifetime of vortices during the development of  
vortex lattices we first computed the transient autocorrelation func-
tion of the collective velocity field at a specific time, T, defined as 

v r v r

v r

r

r
C T t( , ∆ ) =

t t t

t

⟨ ( , ) × ( , + ∆ )⟩

⟨ ( , ) ⟩

t

t

,
2

,
, where the angular brackets represent both 

spatial averaging over the entire collective velocity field and averaging 
over time t that satisfies t T0 ≤ − ≤ 10s. C T t( , ∆ ) was then fitted to expo-
nential function C T t e( , ∆ ) ∝ t τ−∆ / 0, where τ0 represents the transient 
autocorrelation time at time T as shown in Fig. 3b.

For calculaion of peak ratio in the collective speed distribution shown 
in Fig. 3e,f and Extended Data Fig. 9, collective speed distribution in 
experiments or simulations was first smoothed via a Gaussian filter 
(imgaussfilt function in MATLAB). Peaks were identified via the built-in 
findpeaks function in MATLAB, with peak ratio defined as the ratio 
between the height of the higher-speed peak (corresponding to the 
vortex region) and that of the lower-speed peak in collective speed 
distribution.

Particle-based simulation and data analysis
In the simulations we considered a collective of overdamped, self- 
propelled particles moving in 2D space. Specifically, for the i-th parti-
cle its self-propulsion speed is given by v μ f=i i i, where μi is the effective 
mobility coefficient of the particle and fi is the self-propulsion force. 
The mobility μi follows a linear relation with the local polar order in the 
vicinity of particle i (denoted as Pi) in the form of μ βP∝ (1 + )i i ; here β ≥ 0 
is the dimensionless mobility enhancement coefficient. In addition, 
the model accommodates steric and hydrodynamic interactions 
between swimmers as effective coupling of particle orientation and 
angular velocity, in a way similar to that adopted earlier to simulate 
the collective motion of millions of cells in large-scale dense bacterial 
active fluids50. The dynamics of the i-th particle in terms of its centre 
of mass position ir, orientation θi and angular velocity ωi are governed 
by the following equations:

r nμ f D ξ= + 2 , (1)i i i i r r
̇ ̂

̇ ∑θ
k
m

θ θ ω D ξ= sin( − ) + + 2 , (2)i
θ

i j
j i i θ θ

̇ ∑ω
ω
τ

k
m

ω ω ξ D ξ= − + ( − ) + + 2 . (3)i
i ω

i j
j i b ω ω

In equation (1), in̂  is a unit vector of orientation θi. The mobility μi of 
particle i depends on local polar order Pi near the particle in the linear 
form of μ βP= Γ (1 + )i i0 ; P (∈[0, 1])i  was calculated as P m= ⟨ ∑ / ⟩i j i t

j

j 0

r

r∣ ∣
̇

∣ ̇ ∣
,  

where the summation was over mi particles found in the neighbour-
hood of particle i (with r r∣ ∣− ≤ 5j i ; including particle i itself), with the 
angular bracket denoting averaging over time t0 = 10 to smooth out 
fluctuations. In equations (2) and (3) the summation was also over mi 
particles found in the neighbourhood of particle i (with r r− ≤ 1j i∣ ∣ ). For 
the remainder of the equations, kθ represents the strength of effective 
polar alignment between velocity directions due to steric and hydro-
dynamic interactions between cells; kω represents the strength of  
diffusive coupling between angular velocities due to local fluid vorti-
city; Dr, Dθ and Dω are translational, rotational and angular velocity 
diffusivity, respectively; ξr, ξθ and ξω are Gaussian white noise with zero 
mean and unit variance; τ arises from the relaxation of local angular 
velocities; and bias noise ξ ω ω ω ξ= sign( )exp(− / )b i i 0 , where sign(ωi) is 
the current sign of ωi, ω0 is a constant and ξ is a uniform noise in [0,ηbias]. 
The signed bias noise term, together with the relaxation term in angu-
lar velocity dynamics in equation (3), allows for spontaneous chiral 
symmetry breaking50. Adding finite negative bias b to particles’ angu-
lar velocity (by substituting ωi with (ωi + b) in equations (2) and (3)— 
accounting for the swimming bias near a solid substrate51 shown in 
Extended Data Fig. 2b)—produced vortex lattice patterns with exclu-
sively clockwise chirality as seen experimentally (Supplementary  
Information).

In regard to the i-th particle, its position ir, orientation θi and angular 
velocity ωi evolved according to equations (1–3). In equations (2, 3) the 
coupling range for orientation and angular velocity dynamics was 
chosen as 1. For each particle, self-propulsion force fi was sampled from 
a Gaussian distribution with a mean of f0 and s.d. of 0.4 f0 to account 
for the heterogeneity of cell motility. We chose the parameters in  
equation (3) that yielded the temporally averaged angular velocity 

ωΩ ≡ ⟨ ⟩ = −1i i t,
. At zero-density limit (that is, without interparticle interc-

tions) the particles move circularly in a clockwise or counterclockwise 
manner, each following a Gaussian-like local curvature distribution of 
the same shape (that is, s.d.) and of a mean set by ωΩ ≡ ⟨ ⟩i i t,∣ ∣ ; note that 
the local curvature of the i-th particle’s trajectory is proportional to 
reorientation rate θ t∆ /∆i  over a finite time based on equation (2). All 
simulations were initialized with uniform random distributions of 
particle position, orientation and angular velocity (in the range  
[−1, 1]). For conversion of numbers in particle-based simulations to 
physical units we set one unit length in the model as 2 µm (that is, about 
one cell length) and one time unit (equivalent to 100 time steps in the 
simulation) as 1 s. We used particle number n = 1,600,000 and size of 
the system Lx = Ly = 400 (with periodic boundary conditions), and thus 
particle density ρ = = 10n

L L0 x y
 corresponded to 2.5 cells µm−2 experi-

mentally. To obtain the phase map, mean self-propulsion force f0 was 
varied from 1 to 20 and mobility enhancement coefficient β was varied 
from 0 to 3.0 to be consistent with experimental results. For other 
simulation parameters the following values were used: Γ0 = 1, kθ = 0.2, 
kω = 2, Dr = 0.02, Dθ = 0.02, Dω = 0.02, τ = 10, ω0 = 0.6, ηbias 1.0. Both Γ0 
and β in the expression of particle speed depend on particle density in 
accordance with the experimental measurement of cell speed. Because 
we focus on the phenomenon of single-cell speed increasing with local 
polar order at a constant cell density in dense suspensions, the model 
has been designed to describe the emergent dynamics at a relatively 
high particle density, and the density dependence of model parameters 
is not considered here.

The collective velocity field v r t( , )  in particle-based simulations  
was calculated, based on single-particle velocity (vi(r, t), as v r t( , ) =

r r v rv t v t t m( ( , ), ( , )) = ∑ ( , ) /x y i i∣ ∣ , where m is the total number of parti-
cles whose position ir  satisfies ∣ ∣r r− ≤ 2i . Similarly, the polar order 
field was defined as r

v r
v r∣ ∣∣ ∣P t m( , ) = ∑ /i

t
t

( , )
( , )

i

i
. The vorticity field ω t( , )r   

was calculated based on the computed collective velocity field  
t( , )v r  as ω t v t v t( , ) = ∂ ( , ) − ∂ ( , )x y y xr r r . Particle density field rρ t( , )   



was calculated as r rρ t( , ) = N

πd

( )
2 , where rN( ) represented the number of 

particles whose position r j satisfies ∣ ∣ d− ≤jr r  (d = 2).
To obtain the phase map shown in Fig. 4c we distinguished the mode 

of emergent collective motion in particle-based simulations by the 
autocorrelation time of the vorticity field ω t( , )r . The autocorrelation 
function of vorticity field is defined as 

r r

r

r

r
C t(∆ ) =t

ω t ω t t

ω t

⟨ ( , ) ( , + ∆ )⟩

⟨ ( , ) ⟩

t

t

,
2

,
, where 

the angular brackets represent averaging over both the entire simula-
tion domain and time t from 2,000 to 3,000 time units (also keeping 
t + ∆t in the same range). The autocorrelation function C t(∆ )t  was fit-
ted to C t e(∆ )t

t τ−∆ / 0, yielding the autocorrelation time τ0 of the vorticity 
field. If τ0 ≥ 10 (corresponding to 10 s in experiments), the emergent 
motion mode was classified as vortex lattice state; otherwise the emer-
gent motion mode was classified as active turbulence state.

We note that, inspired by the nonlinear positive relation between 
local polar order and collective speed in dense bacterial suspensions 
reported previously31, a power-law-type positive relation between 
mobility and local polar order μ P β∝ ( ≥ 0)i i

β  could also produce quali-
tatively similar results in all particle-based simulations.

Numerical simulation of continuum model
In our continuum model, the collective velocity field v of the quasi-2D 
bacterial active fluid is governed by the following equation:

v v v v v v v

v v

λ G λ α φ

κω

∂ + × ∇ = (−∇ + ∇ ) − ( + ) + Γ ∇

− Γ (∇ ) + .
(4)t 0 1

2 2
1

2

2
2 2

The core of the equation is the seminal Toner–Tu active fluids model36 
and a Swift–Hohenberg-type fourth-order term29,52. Here G is pressure 
and (α, φ, λ1, κ, Γ1, Γ2, λ0) are model parameters with the latter three 
related to the effective viscosity of the active fluid, ηeff (which is inver-
sely proportional to single-cell mobility μ)38:  γ ηΓ = − Γ /1 1 0 eff, γ ηΓ = Γ /2 2 0 eff 
and λ Sη η= (1 − / )0 0 eff , with γ1, γ2, Γ0, η0 and ϵ being constants; in the  
last expression S is the activity parameter (S < 0 for pusher-type swim-
mers such as S. marcescens)18 and η0 is effective zero-shear viscosity. 
The system is treated as an incompressible fluid (that is, ∇ × = 0v ).  
To account for the behaviour of self-enhanced mobility, ηeff is taken  
to depend on local polar order P as η η βP= /(1 + )eff 0  and it can be exp-
ressed in terms of v  (noting the collective speed v μP P η→ ∝ = / eff∣ ∣ ).  
In addition, the vorticity-dependent term vκω  (ω is vorticity of the 
velocity field) allows chirality selection depending on the sign of param-
eter κ, which accounts for the chirality bias observed experimentally; 
note that the system shows spontaneous chiral symmetry breaking at 
κ = 0 (that is, the emergent vortex lattice pattern has an equal probabil-
ity of being clockwise or anticlockwise.

The velocity field v r r rt v t v t( , ) = ( ( , ), ( , ))x y  in equation (4) was solved 
numerically using the pseudo-spectral method53. Vorticity field ω was 
calculated based on computed velocity field v as ω v v= ∂ − ∂x y y x .  
The incompressibility condition v∇ × = 0 was enforced by correcting 
the gradient of hydrodynamic pressure at every time step using the 
Lagrange multiplier54. All equations were solved or integrated in  
Fourier space except for the computation of nonlinear terms54. Veloc-
ity field was inversely transformed back to real space for visualization. 
Velocity field v→ evolved in 2D cubic grids with a size of nx × ny 256 × 256 
lattice points. System size Lx = Ly = 44π (with periodic boundary condi-
tions) and time step dt = 0.00001 were used in the simulations. 

Mobility enhancement coefficient β and activity |S| were varied from 
0 to 3.0 (to be consistent with experimental results). All simulations 
were initialized with uniform random distributions of velocity direction 
in [0, 2π] and velocity magnitude in [0, 1]. For other simulation param-
eters the following values were used: α = 0.2, φ = 0.01, γ1 = 2, γ2 = 1, Γ0 = 1, 
η0 = 1, ϵ = 1 and κ = −0.1. Simulations of the continuum model were writ-
ten in C++ and performed on NVIDIA GeForce RTX 2080Ti through the 
application programming interface (API) of the Compute Unified 
Device Architecture toolkit and platform.

Finally, similar to particle-based simulations, we note that a power- 
law-type relation between effective viscosity and local polar order, 
η η P= ∝β β β

eff 0
− − /(1+ )v  (β ≥ 0), could also produce qualitatively similar 

results in all continuum simulations.
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Extended Data Fig. 1 | Vortex lattice pattern at different length scales.  
(a) Vortex lattice pattern at centimeter scale. Upper: phase-contrast image; 
lower: vorticity field associated with the phase-contrast image, computed 
based on the collective velocity field. The length and width of the panel is 
~1.4 cm and 3.3 mm, respectively. The upper panel is a composite image 
obtained by stitching a sequence of 5 images taken at connected smaller 
windows; for each window, a short video lasting ~10 s was taken to compute the 
collective velocity field via PIV (Methods). The vortices appeared everywhere 
in the image except at the upper region; this region is close to the edge of the 

suspension film, where the fluid film has a greater thickness. The vortices  
at the rightmost region in the phase-contrast image (upper panel) are not 
apparent because the cell densities inside and outside the vortices are similar, 
but they can be visualized in the vorticity field (lower panel). Scale bar, 1 mm. 
(b–d) Phase-contrast image (panel c), collective speed distribution (panel d), 
and vorticity distribution (panel e) of the vortex lattice pattern shown in main 
text Fig. 1a–c. Panels b-d share the same scale bar (500 µm). (e–g) Enlarged view 
of the area enclosed by the box in panels b-d. The arrows in panel f represent the 
velocity direction of the local collective velocity. Scale bar, 200 µm.



Extended Data Fig. 2 | Spatial correlation of the vorticity field and motion 
bias of isolated S. marcescens cells. (a) Spatial correlation of the vorticity field 
in a quasi-2D dense bacterial active fluid. This panel is associated with main text 
Fig. 1a–c (Methods). Colorbar provided to the right is in arbitrary unit. Scale bar, 
200 µm. (b) Motion bias of isolated S. marcescens cells swimming near a solid 
substrate. This panel shows the probability distribution of the signed curvature 
of single-cell trajectories near a solid substrate, with the mean curvature being 
−0.023 µm−1. The signed curvature of cell trajectories was computed based on 

1-s segments of cell trajectories (positive: CCW; negative: CW). To obtain the 
distribution, cells were extracted from dense0 S. marcescens suspensions  
that displayed the large-scale ordered vortex lattice, diluted to an appropriate 
density, and deposited on freshly made 0.6% LB agar surface to form a quasi-2D 
dilute bacterial suspension drop. S. marcescens cells in the prepared suspension 
drop were tracked in fluorescence microscopy, while the environmental 
temperature was maintained at 30 °C with a custom-built temperature-control 
system (Methods).
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Extended Data Fig. 3 | Characterization of cell density distribution in the 
vortex lattice pattern. (a) Probability distributions of fluorescence intensity 
inside (red) and outside (blue) the vortices in a representative vortex lattice 
pattern. Fluorescence intensity is a measure of cell density because cells were 
labelled by GFP. The averaged density difference between inside and outside 
vortices of the vortex lattice pattern obtained from the fluorescence intensity 
distributions is ~15%. (b) Spatial distribution of the fluorescence intensity in 
the vortex lattice pattern analyzed in panel a. The cell density inside vortices is 
slighter lower than or comparable to the regions outside the vortices. Scale bar, 
200 µm. (c) Enlarged view of the areas enclosed by the boxes in panel b. Each 
box contains a vortex. Left (blue box in panel b): the cell density inside the 

vortex is slightly lower than outside; right (red box in panel b): the cell density 
inside the vortex is similar to outside. (d) Vorticity fields corresponding to the 
regions shown in panel c. Color bar represents the magnitude of vorticity while 
the arrows represent the direction of local collective velocity vectors. The 
vorticity fields for the two vortices are similar, suggesting that cell density 
difference is not necessary for vortex formation. Scale bars in panel c and d, 
50 µm. (e) Fluorescence intensity plotted along the straight lines across the 
two vortices in panel c. The red and blue plots in panel e were plotted along  
the lines with the respective color in panel c. Data shown in the plots were 
normalized by the mean fluorescence intensity in regions outside the vortices.



Extended Data Fig. 4 | Behavior of quasi-2D bacterial active fluids below the 
critical cell density for developing ordered vortex lattice. (a,c) Spatial 
distribution of instantaneous vorticity computed based on collective velocity 
field of bacterial active fluids (panel a: 2.0 × 1010 cells/mL; panel c, 3.7 × 1010 
cells/mL). The vorticity fields are plotted in the same manner as in main text 
Fig. 1c. Both panels show disordered spatial distribution of vortices. Panels a 
and c share the same scale bar (500 µm). (b,d) Apparent single-cell speed 

plotted against local polar order (as a proxy of local collective active stress) in 
bacterial active fluids (panel b: 2.0 × 1010 cells/mL; panel d, 3.7 × 1010 cells/mL). 
In panel b, single-cell speed is almost independent of local polar order (i.e., the 
mobility enhancement coefficient β ≈ 0). In panel d, single-cell speed is weakly 
correlated with local polar order (β ≈ 0.48). Error bars in panel b and d indicate 
standard deviation (N > 50 single-cell trajectories for each data point).
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Extended Data Fig. 5 | Suppression of bacterial motility by violet light 
illumination. (a) Collective speed averaged over the entire field of view was 
plotted as a function of time. The vortex lattice was illuminated by violet light  
at T = 35.5 s (violet dashed line) and the motility of all cells in the entire field of 
view was suppressed by violet light illumination. This figure is associated with 
Video S3. (b) Tuning single-cell motility of S. marcescens via violet-light 
illumination. Single-cell motility refers to the intrinsic speed cells in an isolated 
environment; it is different from the apparent single-cell speed measured  
in dense suspensions where cell’s motion is affected by the mechanical 
environment. To measure single-cell motility, cells were extracted from dense 
S. marcescens suspensions that displayed the large-scale ordered vortex lattice, 
diluted to an appropriate density, and deposited on freshly made 0.6% LB agar 
surface to form a quasi-2D dilute bacterial suspension drop. S. marcescens cells 
in the prepared suspension drop were tracked in fluorescence microscopy 

through a 20x objective lens, and starting from T  =  35.5 s the cells were 
continuously illuminated by 406 nm violet light (Methods). The environmental 
temperature was maintained at 30 °C with a custom-built temperature-control 
system (Methods). The speed of an isolated cell (i.e., the motility of the cell) at a 
specific time T was computed based on its trajectory tracked from (T-0.5) s to 
(T + 0.5) s; the speeds of isolated cells computed from (T-12.5) s to (T + 12.5) s 
were then averaged and taken to be the mean of single-cell motility at time T. 
Before violet-light illumination, the temporal variation of the speed of isolated 
cells is ~17%, suggesting that cells prepared from the same overnight culture 
should have a similar self-propulsion force. Data presented in this figure show 
that the average collective speed measured in the dense suspension (panel a) is 
proportional to single-cell motility (panel c) measured in isolated environment 
during violet light illumination. Therefore, the average collective speed is an 
appropriate proxy of single-cell motility.



Extended Data Fig. 6 | Sporadic vortices in quasi-2D dense E. coli suspensions 
and in numerical simulations. (a,b) Time-averaged collective velocity field 
(panel a) and vorticity field (panel b) experimentally measured in a dense E. coli 
suspension (Methods) showing sporadic and disordered vortices. Isolated  
E. coli cells have a mean speed of ~10 µm/s (versus ~25 µm/s for isolated cells of 
S. marcescens). Data presented in the two panels were averaged over a duration 
of 10 s. In panel a, arrows and colormap represent collective velocity directions 
and magnitude, respectively, with the colorbar provided to the right, in unit  
of µm/s. Panels a,b share the same scale bar, 500 µm. Also see Video S4.  
(c,d) Time-averaged particle speed spatial distribution (panel c) and vorticity 

field (panel d) showing sporadic and disordered vortices in particle-based 
simulation with a low particle activity (simulation parameters: f0 = 7 and β = 1.2). 
Data were averaged over a duration of 10 time units. Colormap in panel c represents 
particle speed, with the colorbar provided to the right. (e,f) Time-averaged 
collective velocity field (panel e) and vorticity field (panel f) showing sporadic 
and disordered vortices in continuum modeling with a low activity (simulation 
parameters: |S| = 2.6 and β = 2.0). Data were averaged over a duration of 10 time 
units and plotted in the same manner as panels a,b. The simulation parameter 
sets in panels c,d and e,f were chosen from the boundary between the active 
turbulence state and the vortex lattice state in Fig. 4c and Fig. 4f, respectively.
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Extended Data Fig. 7 | Emergence of vortex lattice pattern in the particle- 
based simulation. Time sequence of spatial distributions of instantaneous 
collective speed (panel a), local polar order (panel b), and vorticity (panel c) 
during the emergence of ordered vortex lattice in the particle-based simulation. 
The magnitude of particle speed, local polar order and vorticity is indicated by 

the colorbars provided to the right of each panel. The vorticity field shown in 
panel c was plotted in the same manner as in main text Fig. 1c. The time stamp in 
each sub-panel indicates the elapsed time units in the simulation. Simulation 
parameters: particle activity f0 = 10 and mobility enhancement coefficient  
β = 1.2. This figure is associated with main text Fig. 4d,e.



Extended Data Fig. 8 | Triplet-distribution function in particle-based 
(panel a) and continuum (panel b) simulations. Solid lines were obtained by 
fitting the data into a sum of three Gaussian functions (Methods). Simulation 
parameters were identical to those used in main text Fig. 4d,e and Fig. 4g,h, 

respectively: particle activity f0 = 10 and mobility enhancement coefficient  
β = 1.2 in panel a; activity |S| = 3.5 and mobility enhancement coefficient β = 2.0 
in panel b.
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Extended Data Fig. 9 | See next page for caption.



Extended Data Fig. 9 | Characterization of signatures for the transition to 
stable vortex lattice state in particle-based and continuum modeling. 
Panels a, c, e, g, i: results from particle-based simulations; panels b, d, f, h, j: 
results from continuum simulations. (a,b) Probability distributions of 
normalized particle speed (panel a) and of collective speed (panel b) during the 
emergence of vortex lattice pattern (in comparison with Fig. 3c). The colors 
represent time units elapsed in the simulations. Simulation parameters: f0 = 10 
and β = 1.2 in panel a; |S| = 3.5 and β = 2.0 in panel b. (c,d) Peak ratio in collective 
speed distribution (Methods) plotted against β (in comparison with Fig. 3e). 
(e,f) Peak ratio in collective speed distribution plotted against the f0 (panel e) 
and against |S| (panel f) (in comparison with Fig. 3f). (g,h) Steady-state 
autocorrelation time of collective velocity (as a measure of vortex lifetime; 
Methods) plotted against β (in comparison with Fig. 3d). (i,j) Steady-state 

autocorrelation time of collective velocity plotted against f0 (panel i) and 
against |S| (panel j). In panel c-f, the solid circles represent data from bimodal 
speed distributions, while the empty circles correspond to zero peak ratio and 
represent data from unimodal speed distributions (i.e., the higher-speed peak 
has a height of zero). Simulation parameters: f0 = 10 and β from 0 to 1.0 for 
panels c,g; f0 from 2 to 10 and β = 0.8 for panels e,i; |S| = 3.5 and β from 0 to 2 for 
panels d,h; |S| from 2 to 3.5 and β = 2.0 for panels f,j. (k) Mean radius of vortices 
is negatively correlated with the mean angular velocity of particles ω(Ω = ⟨ ⟩ )i i  in 
a simplified particle-based model, where the time evolution of particle angular 
velocity ωi (Eq. [3] in Methods) is replaced by drawing its value from a distribution 
derived from Extended Data Fig. 2b. Error bars represent the standard deviation, 
N = 20. Simulation parameters: f0 = 10 and β = 1.2.
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Extended Data Fig. 10 | Emergence of collective motion patterns in the 
continuum model. This figure shows the time sequences of vorticity field in 
numerical simulations of the continuum model with different mobility 
enhancement coefficient (β = 0, 0.5, 1.0 and 2.0 for panels a, b, c and d, 

respectively; activity |S| = 3.5 for all panels). The time stamp in each sub-panel 
indicates the elapsed time units in the simulation. The vorticity fields are 
plotted in the same manner as in main text Fig. 1c.
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